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6OVERVIEW OF MISSION-ORIENTED SENSOR NETWORKS

memory to store the variable used during its run-time operation. Therefore, it would occupy almost one-third of the available memory on the platform, making it infeasible to use. Solutions include using hardware support for encryption/decryption or using simpler algorithms. These choices present trade-offs in terms of hardware complexity, power consumption, and overall strength of security. Second, consider routing. In an Internet environment, routing is performed using proactive protocols that exchange link state or distance vectors, requiring large tables to be stored in individual routers. These tables included next-hop routes for all destinations. In a large sensor network, if sensor nodes forward data for each other, these tables will become prohibitively large to store on memory-limited sensor nodes. Therefore, new routing algorithms and protocols must be developed.

Finally, the operating system itself is typically several megabytes on a conventional computing platform. Given the limited memory on a Mote, new operating systems must be deﬁned, as discussed in the next subsection. Another example of very simple sensor nodes are RFID tags, which are often passive devices with no power or computing capabilities. Active badges, such as those developed in the iBadge project (http://nesl.ee.ucla.edu/ projects/ibadge/) at UCLA are another example. The iBadge is 2.3 ounces and has a lifetime of over 4 h. It uses BlueTooth for radio communication and has on-board localization and speech processing capabilities.

In addition to simple end devices, much more capable sensor computing platforms exist. These are typically used as gateways to aggregate trafﬁc from simple sensors to a backbone network or operate in controlled environments with persistent power supplies. One example is the Crossbow Stargate XScale Network Interface and Single Board Computer. The Stargate runs the Linux operating system and provides USB and PCMCIA and Ethernet interfaces. Another example is the Sensoria (http://www.sensoria.com/) sGate. Like the Stargate, the sGate runs Linux. It has a 32-bit 300-MIPs processor. Essentially, these are general-purpose processors that can perform complex functions to support security, routing, and data processing.

Operating Systems Operating systems for sensor nodes must be very lightweight and occupy only a small amount of memory. Because sensor applications have many common characteristics, the operating system design can be very specialized. The operating systems most commonly used across a wide range of sensor platforms is the TinyOS, which was developed as part of the Smart Dust project at Berkeley, the same project that led to the Mote. While the Mote has been productized by Crossbow, the TinyOS is maintained as open source by the research group at Berkeley and has a very large user community. Details of the TinyOS, the source code, and a list of platforms that support its use are available at http://webs.cs.berkely.edu/tos.

The TinyOS is designed to support event-driven applications. In addition, it supports concurrency so that many events may be monitored simultaneously. These two characteristics are the most important user features of the OS. It is designed to run with minimal support from hardware, thus enabling sensor computing platforms to use simple, low-power devices. TinyOS supports programming in a language very similar to C. More capable sensor nodes, such as the Stargate and sGate discussed above, often use off-the-shelf operating systems, such as Linux.

Communication Modules As stated earlier, the communication modules of sensor platforms support both reading data from transducers and communication links that are
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used to form a network for passing sensor data back to a server for processing. Wireless is the most popular media for sensor networks. Much research is still ongoing to determine the best wireless communications technology and low layer access protocols to be used in sensor networks. Considerations include transmission range, power consumption, bandwidth, and trafﬁc types to be supported. Whereas many sensor applications of disparate type have migrated to the Mote platform and TinyOS for a computing platform, because these applications have vastly different data transmission requirements, several radio technologies are still under consideration. For example, many sensor applications assume that sensors will be densely deployed and that low-bit-rate telemetry or event reporting will be transmitted across the network. For these applications, a low-power, low-bit-rate radio sufﬁces because sensors may relay trafﬁc for each other, and not much data is being transmitted. On the other hand, sensor networks that support applications that include the transmission of images or video streams when an event of interest is detected, must support the transmission of high-bit-rate, bursty data. These sensors require the use of radios more typical of wireless local area networks. Because power consumption of wireless transmission may be high, the radio interfaces tend to be more specialized with respect to applications than the computing hardware platform or operating system.

The MICA 2 sensors use radios that operate in the ISM band, speciﬁcally at 868, 916, 315, or 315 MHz. Depending on the model, between 4 and 50 channels are supported on a single platform. Data is transmitted at 38.4 kbaud using Manchester encoding. These radios work at low power, 25 to 27 mA, for transmitting at maximum power, 8 to 10 mA to receive, and less than 1 µA while in sleep mode. Their outdoor transmission range is 500 to 1000 ft. One ongoing research effort to produce a much lower power radio is the PicoRadio project at Berkeley. Details can be found at http://bwrc.eecs.berkeley/Research/PicoNet. The goal of this project is to produce a radio that costs less than 50 cents and draws less than 5 nJ per correctly transmitted bit. In fact, the goal is to design the overall node to be so low power that it can scavenge energy from the environment through vibrations or other means. A second direction for radio advancements for sensor networks is through the 802.15.4 standard. Ember (http://www.ember.com/) has a commercially available version of a radio designed for sensor networks based on this technology. The radio is 7 × 7 mm, has a range of 75 m, and supports 128-bit AES encryption. The radio operates in the 2.4 GHz ISM band and supports up to 16 channels with 5-MHz spacing per channel. Data is transmitted at 250 kbps using OQPSK Direct Sequence Spread Spectrum. The power consumption is similar to that of the MICA 2 radio 20.7 mA to transmit, 19.7 mA to receive, and 0.5 µA while idle. Other wireless interfaces are also popular in sensor networks, including well-known standards such as BlueTooth and 802.11.

Sensor Platform Summary As we have discussed, a very small form factor for sensor nodes is critical for many applications. To meet these requirements great innovations have been applied to transducers, computing hardware, operating system, and communication design. These systems are now commercially available from several companies. With the ability to support more complex applications, more complex algorithms to support these applications are required to run in the sensor nodes. Even with the advances in sensor platform technology, the resulting platforms are still quite limited compared to desktop and server computing platforms. For this reason, much research is ongoing in designing and implementing these algorithms with high efﬁciency.
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1.2.2 Sensor Network Algorithms

Many algorithms and protocols execute in sensor nodes to fulﬁll the mission of the networked sensing system. These algorithms must ﬁrst enable dispersed sensors to form a network, determine their locations, and reconﬁgure or perhaps move to reposition so that the system may fulﬁll its mission. They must allow sensor nodes to efﬁciently gather data, access transmission media, communicate information to distant nodes, and disseminate information that has been learned. Depending on the type of application, different levels of security must be provided to protect the integrity and privacy of the data being gathered and disseminated. Finally, all of these algorithms must be designed with power efﬁciency in mind.

1.3 MISSION-ORIENTED SENSOR NETWORKS: DYNAMIC SYSTEMS PERSPECTIVE

Shashi Phoha

For executing complex time-critical missions, a sensor network may be viewed as a distributed dynamic system with dispersed interacting smart sensing and actuation devices that may be embedded in mobile or stationary platforms. A sensor network operates on an infrastructure for sensing, computation, and communications, through which it perceives the time evolution of physical dynamic processes in its operational environment. A mission-oriented sensor network (MoSN) is such a dynamic system that has also been endowed with a high-level description of the goals of a speciﬁc mission. The MoSN nodes accept inputs from interacting nodes for situation awareness and participate in individual or cluster-wide dynamic adaptation to meet mission goals. Advances in integrated wireless communications, fast servocontrolled sensors/actuators, and microand nanotechnologies, have enabled large-scale integration of inexpensive computational and sensing devices that can be spatially dispersed for distributed monitoring of physical phenomena. With intelligent mechanisms for self-organization and adaptation, the sensor network can take on many functions of human interest with the perception and adaptation of humans. The interactive nonlinear and multi-time-frame dynamics of the resulting systems can approach the complexity of biological systems.

Part II of the book covers recent research developments relating to the computational, communications, and networking designs of MoSNs that provide an adaptive infrastructure for dependable data collection for real-time control and actuation. In harnessing the true potential of networked sensors, a perceptive infrastructure is needed that adapts to the dynamics of the mission. The infrastructure enables these dynamically self-reconﬁgurable and introspective networks of possibly mobile sensor nodes to be capable of understanding and interpreting mission objectives and adapting to the dynamics of harsh and often unknown physical environments. These tiny distributed devices must collectively comprehend the time evolution of physical phenomena and their effect on mission execution to close the distributed feedback control loop.

Part III of the book presents a wide range of pragmatic applications that are enabled by sensor networks. Multiple types of sensors are involved: acoustic, video, wearable contextsensitive sensor nodes, and even multimodal sensor nodes. A system of wearable sensors is described for context recognition in human subjects. An unmanned underwater sensor
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Figure 1.1 High-level behavior recognition and prediction using a distributed sensor network.

network is designed for autonomous undersea mine hunting operations. An experimental sensor network deployed in the dessert for tracking vehicles shows signiﬁcant performance degradation due to environmental noise. Algorithms are developed for its autonomous adaptation to environmental noise. Soft-sensing techniques are presented to robustly operate networked robotic sensors to autonomously detect and mitigate effects of emerging software failures, like memory leak or mutex lock that result in erratic behavior of the system. The chapters in this part depict the broad potential of sensor networks to achieve the next level of automation in pragmatic applications.

The book addresses major research issues for designing and operating MoSNs. The development of a perceptive infrastructure for dependable data collection for human interpretation is the ﬁrst concern. In harnessing the true potential of networked sensors, however, this is only the ﬁrst step. In order to autonomously execute complex adaptive missions while comprehending and adapting to the dynamics of harsh and often unknown physical environments, these tiny distributed devices must collectively comprehend the time evolution of physical phenomena and their effect on mission execution and activate action to close the distributed feedback control loop. To thus endow the esprit de corps on isolated computational electromechanical devices, much more is needed. For example, in Figure 1.1, the acoustic signals emanating from a set of target vehicles in a noisy environment may be denoised and collaboratively processed by a network of acoustic sensors, using dynamic space–time clustering and beam-forming techniques [1–3]. Signal partitioning may be used to determine and predict the individual random mobility patterns of each targeted vehicle. However, a higher level of comprehension of mission goals is needed if the sensor network is called upon to understand and predict coordinated movement in formation, a behavior that may be of signiﬁcant more interest to the execution of the mission. If the sensor network must act as the eyes and ears of humans, allowing them to stay at a safe distance from a dangerous battleﬁeld, it must dependably comprehend the criticality of its sensor perceptions and responses to mission execution and convey these proﬁciently to humans for time-critical interaction. There is simply no time for humans to receive and analyze a data sheet plotting locations, speed, and direction of movements of individual vehicles and to infer and deter movement in formation.
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The design and operation of sensor networks calls for the conﬂuence of computational sciences with physical sciences and with decision and control sciences [4]. Physical sciences model the nonlinear dynamics of physical phenomena. Sensor networks, as distributed dynamic systems, must comprehend and predict the effects of emerging phenomena on mission execution and actuate control actions to successfully execute mission speciﬁcations. Prior to deployment, sensor networks need to be endowed with distributed high-level representations of mission speciﬁcations that can be dynamically executed by harnessing the collective powers of distributed sensor/actuator nodes in unknown or uncertain environments. The ﬁrst phase of this research is presented in this book. Research challenges still abound. Advances in symbolic dynamics are needed to identify atomic physical events in sensor data that capture the causal dynamics of the underlying nonlinear processes and abstract event sequences that associate the time evolution of these processes to mission speciﬁcations at various levels of ﬁdelity. Advances in nonlinear dynamic systems for nonlinear modeling and control of distributed multi-time-scale processes are needed to enable individual sensors to comprehend the higher level dynamics and respond to global changes. Collaborative intelligent inference is necessary to circumvent limitations of sensor data, communications, and equipment faults. Emergent behaviors and phase transitions need to be modeled, predicted, and controlled. These dynamically self-reconﬁgurable and introspective networks of mobile sensor nodes must be capable of understanding and interpreting mission objectives and adapting their behaviors. Sensor networking technology as a true extension of ourselves as the eyes and ears in the ﬁeld calls for a collective intelligence that comprehends the distributed images and sounds to ascertain and enable executable action and actuation.
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SENSOR DEPLOYMENT, SELF-ORGANIZATION, AND LOCALIZATION

2.1 INTRODUCTION

A key attribute of sensor networks is to be able to self-form, that is, when randomly deployed to be able to organize into an efﬁcient network capable of gathering data in a useful and efﬁcient manner. Often, gathering data in a useful manner requires that the exact location of a sensor be known. This requires that sensors be able to determine their location. This location information is often reused for other purposes. For example, once sensors know their location, and that of their neighbors, redundant sensors can be powered down to save energy. Likewise, low-energy communication paths may be established between nodes. Coverage holes in the sensor network may be uncovered and, through mobility, healed. In this chapter we address issues of network formation, including localization.

Sensor positioning problems are a critical area of research for sensor network operations. Sensor networks are useless if their conﬁgurations are not robust to power degradation or they are prone to breach by the very objects they are designed to detect. Many distributed algorithms rely on sensors with accurate knowledge of their position. While this can be achieved by providing each sensor with a Global Positioning System (GPS) unit, this is not always possible or desirable. Hence, internal localization algorithms are required. This chapter explores the issues of sensor placement for robust and scalable target detection and sensor node localization over large distances.

Section 2.2 by Sabbineni and Chakrabarty describes a fully distributed algorithm for exploiting redundancy in sensor networks to maintain connectivity and coverage in response to power degradation. When active nodes fail due to energy depletion or other reasons such as wearout, SCARE replaces them appropriately with inactive nodes.

Section 2.3 by Ji and Zha studies some situations where most existing sensor positioning methods tend to fail to perform well. It then explores the idea of using dimensionality reduction to estimate sensors coordinates in space; a distributed sensor positioning method based on multidimensional scaling technique is proposed.

Sensor Network Operations, Edited by Phoha, LaPorta, and Grifﬁn

Copyright C 2006 The Institute of Electrical and Electronics Engineers, Inc.
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The location estimation or localization problem in wireless sensor networks is to locate the sensor nodes based on ranging device measurements of the distances between node pairs. A distance is censored when the ranging devices are unreliable and the distance between transmitting and receiving nodes is large. Section 2.4 by Lee, Varaiya, and Sengupta compares several approaches for estimating censored distances with a proposed strategy called trigonometric k clustering.

Section 2.5 by Onur, Ersoy, and Deli¸c cedilla considers the sensing coverage area of surveillance wireless sensor networks. The sensing coverage is determined by applying the Neyman–Pearson detection model and deﬁning the breach probability on a grid-modeled ﬁeld. Weakest breach paths are determined using Dijkstra’s algorithm.

The discussions in this chapter enhance the state of the art in sensor network operations by presenting solutions to the problems of sensor placement and localization. These results can be used to prolong the life of deployed sensor networks, enhance the quality of service of perimeter networks, and provide introspection necessary for sensor localization in highly distributed networks.

2.2 SCARE: A SCALABLE SELF-CONFIGURATION AND ADAPTIVE RECONFIGURATION SCHEME FOR DENSE SENSOR NETWORKS

Harshavardhan Sabbineni and Krishnendu Chakrabarty

We present a distributed self-conﬁguration and adaptive reconﬁguration scheme for dense sensor networks. The proposed algorithm, termed self-conﬁguration and adaptive reconﬁguration (SCARE), distributes the set of nodes in the network into subsets of coordinator and noncoordinator nodes. Redundancy is exploited not only to maintain the coverage and connectivity provided by sensor deployment but also to prolong the network lifetime. When active nodes fail due to energy depletion or other reasons such as wearout, SCARE replaces them appropriately with inactive nodes. Simulation results demonstrate that SCARE outperforms the previously proposed Span method in terms of coverage, energy usage, and the average delay per message.

2.2.1 Background Information

Advances in miniaturization of microelectronic and mechanical structures (MEMS) have led to battery-powered sensor nodes that have sensing, communication, and processing capabilities [1, 2]. Wireless sensor networks are networks of large numbers of such sensor nodes. Example applications of such sensor networks include the monitoring of wildﬁres, inventory tracking, assembly line monitoring, and target tracking in military systems. Upon deployment in a remote or a hostile location, sensor nodes might fail with time due to loss of battery power, an enemy attack, or a change in environmental conditions. The replacement of each failed sensor node with a new sensor node is expensive and often infeasible, and it is therefore undesirable. Hence in such cases, a large number of redundant sensor nodes are deployed with the expectation that these nodes will be used later when some other nodes fail. The self-conﬁguration of a large number of sensor nodes requires a distributed solution. In this section, we present a scalable self-conﬁguration and an adaptive reconﬁguration (SCARE) algorithm for distributed sensor networks.
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An effective self-conﬁguration scheme should have the following characteristics. It should be completely distributed and localized because a centralized solution is often not scalable for wireless sensor networks. It should be simple without excessive message overhead because sensor nodes typically have limited energy resources. It should be energyefﬁcient and require only a small number of nodes to stay awake and perform multihop routing, and it should keep the other nodes in a sleep state.

We propose a solution that meets the above design requirements. We present a distributed self-conﬁguration scheme that distributes the set of nodes in the sensor network into subsets of coordinator nodes and noncoordinator nodes. While coordinator nodes stay awake, provide coverage, and perform multihop routing in the network, noncoordinator nodes go to sleep. When nodes fail, SCARE adaptively reconﬁgures the network by selecting appropriate noncoordinator nodes to become coordinators and take over the role of failed coordinators. This scheme only needs local topology information and uses simple data structures in its implementation.

2.2.2 Relevant Prior Work

A number of topology management algorithms have been proposed for ad hoc and sensor networks [3–6]. While the connectivity problem has been studied in considerable detail for wireless ad hoc networks, less attention has been devoted to the problem of balancing connectivity and coverage. The GAF scheme [4] uses geographic location information of the sensor nodes, and it divides the network into ﬁxed-size virtual square grids. GAF identiﬁes redundant nodes within each virtual grid and switches off their radios to achieve energy savings. In contrast, SCARE achieves energy savings by selectively powering down some of the nodes that are within the sensing radius of a coordinator. A coverage-preserving node scheduling scheme is described in [7] that extends the LEACH [8] protocol to achieve energy savings. In this scheme, nodes advertise their position information in each round. Each node evaluates its eligibility to switch itself off by calculating its sensing area and comparing it with its neighbors’s. If a node’s sensing area is embraced by a union set of its neighbors’s, then it turns itself off. To prevent blind spots in coverage due to several eligible nodes switching themselves off simultaneously, a back-off-based scheduling is used. After the back-off interval has elapsed, nodes broadcast a status advertisement message to let other nodes know about their on/off status. Thus, each node broadcasts two messages in this scheme. In contrast, SCARE needs fewer than two messages per node on average during its operation. The scheme in [7] also utilizes location information of the nodes for its operation. SCARE only needs an estimate of the distance between the nodes.

The STEM scheme described in [6] trades off latency for energy savings by putting nodes aggressively to sleep and waking them up only when there is data to forward. It uses a second radio operating at a lower duty cycle for transmitting periodic beacons to wake up nodes when there is data to forward. SCARE does not use a separate paging channel for selfconﬁguration. Nevertheless, SCARE can integrate well with STEM to achieve signiﬁcant energy savings.

In AFECA [9], nodes listen to the channel for transmissions. AFECA conservatively tries to keep nodes awake when there are not too many neighbors in its radio range. In order to deduce this information, each node has to listen to transmissions that are not meant for it. In SCARE, however, nodes listen at only periodic intervals in order to determine their states.
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